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Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point ⟨xi⟩ = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host
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Cross-correlate with Galaxies?

• Traditionally used to measure 
intensity 

• Could help calibrate photo-z’s 

• Maybe use for higher redshift 
studies (z > 2)? 

• Limited by intensity                and 
galaxy

4 Masui, Switzer, et. al.
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Figure 2. Cross-power between the 15 hr and 1 hr GBT fields and WiggleZ.
Negative points are shown with reversed sign and a thin line. The solid line
is the mean of simulations based on the empirical-NL model of Blake et al.
(2011) processed by the same pipeline.

spectrum is then given by PHI,opt(k) = TbbHIboptrPδδ(k)
where Pδδ(k) is the matter power spectrum.
The large-scale matter power spectrum is well-known from

CMB measurements (Komatsu et al. 2011) and the bias of the
optical galaxy population is measured to be b2opt = 1.48 ±

0.08 at the central redshift of our survey (Blake et al. 2011).
Simulations including nonlinear scales (as in Sec. 3.1) are
run through the same pipeline as the data. We fit the un-
known prefactorΩHIbHIr of the theory to the measured cross-
powers shown in Fig. 2, and determine ΩHIbHIr = [0.44 ±

0.10(stat.)± 0.04(sys.)]× 10−3 for the 15 hr field data, and
ΩHIbHIr = [0.41± 0.11(stat.)± 0.04(sys.)]× 10−3 for the
1 hr field data. The systematic term represents the 9% abso-
lute calibration uncertainty from Sec. 3.1. It does not include
current uncertainties in the cosmological parameters or in the
WiggleZ bias, but these are sub-dominant. Combining the two
fields yields ΩHIbHIr = [0.43± 0.07(stat.) ± 0.04(sys.)] ×
10−3. These fits are based on the range 0.075 hMpc−1 <
k < 0.3 hMpc−1 over which we believe that errors are
well-estimated (failing toward larger scales where there are
too few k modes in the volume) and under the assump-
tion that nonlinearities and the beam/pixelization (failing to-
ward smaller scales) are well-understood. A less conserva-
tive approach is to fit for 0.05 hMpc−1 < k < 0.8 hMpc−1

where the beam, model of nonlinearity and error estimates
are less robust, but which shows the full statistical power
of the measurement, at 7.4σ combined. Here, ΩHIbHIr =
[0.40 ± 0.05(stat.) ± 0.04(sys.)] × 10−3 for the combined,
ΩHIbHIr = [0.46 ± 0.08] × 10−3 for the 15 hr field and
ΩHIbHIr = [0.34± 0.07]× 10−3 for the 1 hr field.
To compare to the result in Chang et al. (2010), ΩHIbrelr =

[0.55 ± 0.15(stat.)] × 10−3, we must multiply their rela-
tive bias (between the GBT intensity map and DEEP2) by
the DEEP2 bias b = 1.2 (Coil et al. 2004) to obtain an ex-
pression with respect to bHI. This becomes ΩHIbHIr =
[0.66± 0.18(stat.)]× 10−3, and is consistent with our result.
The absolute abundance and clustering of H I are of great

interest in studies of galaxy and star formation. Our measure-
ment is an integral constraint on the H I luminosity function,
which can be directly compared to simulations. The quantity
ΩHIbHI also determines the amplitude of 21 cm temperature

fluctuations. This is required for forecasts of the sensitivity of
future 21 cm intensity mapping experiments. Since r < 1 we
have put a lower limit on ΩHIbHI.
To determineΩHI alone from our cross-correlation requires

external estimates of the H I bias and stochasticity. The linear
bias of H I is expected to be ∼ 0.65 to ∼ 1 at these redshifts
(Marı́n et al. 2010; Khandai et al. 2011). Simulations to inter-
pret Chang et al. (2010) find values for r between 0.9 and 0.95
(Khandai et al. 2011), albeit for a different optical galaxy pop-
ulation. Measurements of the correlation coefficient between
WiggleZ galaxies and the total matter field are consistent with
unity in this k-range (with rm,opt ! 0.8) (Blake et al. 2011).
These suggest that our cross-correlation can be interpreted as
ΩHI between 0.45× 10−3 and 0.75× 10−3.
Measurements with Sloan Digital Sky Survey

(Prochaska and Wolfe 2009) suggest that before z = 2, ΩHI

may have already reached ∼ 0.4 × 10−3. At low redshift,
21 cmmeasurements giveΩHI(z ∼ 0) = (0.43±0.03)×10−3

(Martin et al. 2010). Intermediate redshifts are more dif-
ficult to measure, and estimates based on Mg-II lines
in DLA systems observed with Hubble Space Telescope
find ΩHI(z ∼ 1) ≈ (0.97 ± 0.36) × 10−3 (Rao et al.
2006), in rough agreement with z ≈ 0.2 DLA measure-
ments (Meiring et al. 2011) and 21 cm stacking (Lah et al.
2007). This is in some tension with a model where ΩHI

falls monotonically from the era of maximum star forma-
tion rate (Duffy et al. 2012). Under the assumption that
bHI = 0.8, r = 1, the cross-correlation measurement here
suggests ΩHI ∼ 0.5 × 10−3, in better agreement, but clearly
better measurements of bHI and r are needed. Redshift space
distortions can be exploited to break the degeneracy between
ΩHI and bias to measure these quantities independently of
simulations (Wyithe 2008; Masui et al. 2010). This will be
the subject of future work.
Our measurement is limited by both the number of galaxies

in the WiggleZ fields and by the noise in our radio observa-
tions. Simulations indicate that the variance observed in our
radio maps after foreground subtraction is roughly consistent
with the expected levels from thermal noise. This is perhaps
not surprising, our survey being relatively wide and shallow
compared to an optimal LSS survey, however, this is nonethe-
less encouraging.
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EG (Gravity Test)
• Gravity-testing statistic combining 

RSD and lensing (CMB - Pullen et al. 
2015) 

• Lensing of 21-cm maps would have 
30x better convergence reconstruction 
than Planck 

• SKA would measure EG with <1% 
errors 

• Maybe measure I factor through shot 
noise (at low redshift)

6 Pourtsidou

Figure 2. EG forecasts for the LSST photometric optical galaxy
survey cross-correlated with 21cm lensing measurements from the

EoR at redshift zEoR = 7 with a SKA Low-like instrument, and

with SKA2 Mid 21cm lensing measurements at source redshift
zs = 3 using the intensity mapping method. The Chameleon and

modified growth predictions are also shown.

2015) (so, for example, `max ⇠ 220 at z ⇠ 1). Using the full
Planck map we find SNR = 34. Since the results are not
competitive with our previous forecasts, and because of the
issue of possibly severe systematic uncertainties when prob-
ing ultra-large angular scales (like in the single-dish mode),
we are going to move on to consider the interferometer mode.

Using SKA1 Mid in interferometer mode we get much
better results. In this case we can let `max = 500 (like in the
case of the optical galaxy surveys we analysed above), while
the minimum multipole at each redshift is `min = 2⇡Ddish/�.
Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors < 1%
in the EG measurements. This result implies that (assum-
ing the problem of foreground contamination is alleviated)
Phase 1 of the SKA can perform an intensity mapping sur-
vey with HI clustering measurements that are directly com-
petitive with the galaxy clustering precision measurements
by LSST. Note that considering Phase 2 of the SKA (which
we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the
results, as the CMB lensing error dominates. Our forecasts
for the measurement errors using the interferometer mode
are shown in the top panel of Fig. 3.

Finally, we consider the case where HI clustering mea-
surements performed with SKA1 Mid are combined with
the 21cm EoR lensing case we studied previously using a
SKA Low-like instrument. We find SNR = 279, correspond-
ing to fractional errors in the EG measurements well below
1%. Our forecasts for the measurement errors for this case
are shown in the bottom panel of 3.

As we have already mentioned, our signal-to-noise and
�rms results are summarised in Table 1. As we can see, we are
able to di↵erentiate between general relativity and modified
gravity at the level of several � in a number of cases. The dis-
criminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to
the GR value at high redshifts (z > 1), while the modified
growth model does. We will further comment on our results

Figure 3. EG forecasts using the SKA1 Mid instrument in in-

terferometer mode cross-correlated with the final Planck lensing

map and with the COrE-like lensing map (top) and the SKA Low-
like 21cm lensing EoR map (bottom). The Chameleon and mod-

ified growth predictions are also shown.

in Section 5. Before we conclude, we will show the clustering
and noise terms for the various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used
for the various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density
power spectra and noise terms for DES (dotted-dashed
magenta line), LSST (dashed red line), SKA1 Mid single-
dish mode (dotted green line) and SKA1 Mid interferome-
ter mode (solid black line) for the bin with central redshift
zc = 1. Here we note that because of the non-uniform n(`)
antennae distribution the SKA1 Mid (int) noise curve is flat
at large scales while at smaller scales (which we do not show
here as they are not used) it increases as ⇠ `2. Therefore,
at the scales of interest for EG the SKA1 Mid (int) instru-
ment has its minimum thermal noise value. The solid black
curve is the angular power spectrum C�� = C�HI�HI/b2HI =
C�g�g/b2g at zc = 1.

The bottom panel of Fig. 4 compares the lensing con-
vergence power spectra and noise terms for the COrE-like

c� 0000 RAS, MNRAS 000, 000–000

Credit: Pourtsidou 2015
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21cm x Other Lines
• Isolates structure at one redshift 

• Reduces foreground bias relative to 21cm auto-power 

• Could be performed in one instrument with a large 
spectral range 

• Common foregrounds (e.g. sky continua) are a concern 

• Could it compete with galaxy surveys? 



Can we probe neutrinos with     
cross-correlations?
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Fig. 7.— Left : Constraints on ACO as a function of Mmin. The 1σ constraints from our analysis (gray) are shown versus several
theoretical expectations for ACO (Breysse et al. 2014), multiplied by the square root of their adopted values for fduty (fduty = 0.1 for
Visbal et al. (2011), fduty = ts/tH for all others). As Righi et al. (2008) do not explicitly supply a value for fduty or ACO, for this model
we adopt value for fduty from Pullen et al. (2013) and employ the value of ACO calculated for this model by Breysse et al. (2014). Right :
Constraints on ACO versus σCO, with the 25% (red), 50% (orange), 68.3% (yellow), 90% (green) and 95.4% (blue) confidence limits shown.
Also shown are the theoretical range of expectations from L16 (with 1σ errors) – as this model predicts a mass-dependent value for ACO,
we have used a mean value for ACO, weighted by M2 dN/dM (i.e., the shot power contribution from halos of a given mass).

5.2. Constraints on the CO Luminosity Function

Theoretical models indicate that our measurement
should sample the shot noise portion of the CO power
spectrum. Accordingly, we measure the second moment
of the CO luminosity function at z ∼ 3. The second mo-
ment of the luminosity function,

∫

L2Φ(L) dL, is related
to the shot power by

Pshot(z) =

(

c3(1 + z)2

8πν3okBH(z)

)2 ∫

L2Φ(L) dL. (8)

One can use the value for the second moment, in com-
bination with data from direct detection efforts, to place
constraints on the shape of the luminosity function. To
do so, we will assume that the luminosity function is
(to first order) well-described by the Schechter function
(Schechter 1976), which has the general form

Φ(L)dL = φ∗

(

L

L∗

)α

e−L/L∗dL/L∗. (9)

Equation 9 is nominally parameterized by a high-
luminosity cutoff, L∗, a low-luminosity power law index,
α, and a normalization factor for the overall density of
luminous sources φ∗. For our analysis, we evaluate the
likelihood of the combined choice of these three parame-
ters parameters by evaluating the second moment of the
luminosity function produced. We will further weight
this likelihood by

1. the galaxies detected in CO(3-2) with optical coun-
terparts by Decarli et al. (2014),

2. a lack of detections of individual emitters within
the COPSS dataset of ≥ 5σ significance within
twice the FWHM of the primary beam, and

3. a prior on the slope of low-luminosity end of the
luminosity function.

The search for individual emitters within our data was
performed assuming a Gaussian emission profile (of
width ∆v = 300 km s−1, consistent with observations of
Decarli et al. 2014). Due to the relatively coarse chan-
nelization, the search for individual emitters was con-
ducted by searching only single and 2-channel averaged
maps for any points above a threshold of 5σ. Under the
Schechter parameterization, our measurement is gener-
ally more sensitive to changes in φ∗ and L∗, and less
sensitive to changes in α. We provide a loose prior
of α = −1.5 ± 0.75 for this parameter based on the
SFR function parameters derived at z ∼ 4 in Smit et al.
(2012), based on the observed linear relationship between
SFR and CO luminosity at high redshift (Tacconi et al.
2013).
In including data from Decarli et al. (2014), we con-

sider only those galaxies with optical counterparts, as
emitters without counterparts are more prone to being
either spurious detections or incorrectly ascribed to the
wrong redshift (by incorrectly identifying which rota-
tional transition is being observed). In evaluating the
likelihood of any set of parameters for the luminosity
function, we weight each particular parameter by Lgal,
the likelihood of observing at least the number of objects
detected in any particular survey. We further define Lgal
as

Lgal = 1−
∞
∑

n=ngal+1

Pois(n; Vzρgal) (10)

In Equation 10, ngal is the number of galaxies detected
within a particular bin, ρgal is the expected number den-
sity of galaxies (based on the set Schechter parameters
being evaluated), and Pois(k;λ) is the probably of de-

COPSS II 7

TABLE 2
Power Spectrum Measurements.

Jackknife Test Pilot Data Primary Data Total PTE

PCPS MLE PCPS MLE PCPS MLE
Couplet −1.1± 1.4 −1.7+1.4

−1.4 2.1± 3.0 2.4+3.0
−3.1 −0.6± 1.3 −0.9+1.3

−1.3 0.62

Even-Odd −2.4± 1.4 −2.6+1.4
−1.4 4.4± 3.0 4.1+3.0

−3.0 −1.1± 1.3 −1.3+1.3
−1.3 0.38

First-Last 0.6± 1.6 0.5+1.6
−1.7 −1.4± 3.4 −0.9+3.4

−3.4 0.3± 1.4 0.2+1.4
−1.4 0.82

Cross-Win 2.5± 1.5 2.3+1.5
−1.5 1.9± 2.4 2.0+2.4

−2.4 2.1± 1.3 1.9+1.3
−1.3 0.11

Science Result 3.6± 1.4 3.3+1.5
−1.5 −0.4± 3.7 0.1+3.7

−3.8 3.1± 1.3 3.0+1.3
−1.3 0.01

Note. — All power spectrum values are in units of 103 µK2 h−3 Mpc3. PTE values are calculated
using the PCPS values.
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Fig. 4.— Left : The power spectrum result from our analysis of the COPSS data, in the form ∆2(k). Open circles represent negative
values for ∆2(k), while filled circles represent positive values, with error bars corresponding to the 1σ errors on our measured values. Model
A (dot-dashed green) and model B (dashed blue) from Pullen et al. (2013) are shown for reference (discussed further in Section 5.1), along
with the estimated RMS noise power (gray triangle), absent any astrophysical signal. Also shown is the estimated power that would be
contributed by a population of galaxies like those with optical counterparts detected by Decarli et al. (2014), which provides a lower limit
on the power we should observe (in the absence of cosmic variance). Right : The power spectrum result, in the form of P (k).

Assuming a linear relationship between CO luminosity
(LCO) and halo mass, Pshot can further be defined as

Pshot(z) =

(

ACO
c3(1 + z)2

8πν3okBH(z)

L⊙

M⊙

)2

fduty

∫ ∞

Mmin

M2 dn(z)

dM
dM, (6)

where νo is the rest frequency of the line, H(z) is the
Hubble parameter, dn(z)/dM is the number of halos per
unit mass as a function of redshift, fduty is the duty cy-
cle of CO emitters (i.e., the fraction of time a halo hosts
CO-emitting galaxies), and ACO is the ratio of CO(1-0)
luminosity to host halo mass for CO-luminous halos, with
units of L⊙M

−1
⊙ (Lidz et al. 2011; Breysse et al. 2014).

Halos with masses below the low-mass limit, Mmin, are
assumed to lack sufficient CO, and thus do not apprecia-
bly contribute to the larger-scale emission detectable in
our power spectrum measurement (e.g., Visbal & Loeb
2010; Lidz et al. 2011). Figure 7 shows that our result is

not sensitive to the choice of this parameter.
As discussed in K15, several models adopt fduty =

t∗/tage, where tage is the Hubble time and t∗ ≈ 100 Myr
is the timescale of star formation. Under these assump-
tions, this sets fduty ≈ 0.05 for z ∼ 3 – much lower than
the near-unity values typically observed (Noeske et al.
2007; Lee et al. 2009; Tacconi et al. 2013). This tension
makes the fduty parameter problematic over the redshift
range considered in our analysis. We instead introduce
a term analogous to that found in L16: σCO, the log-
scatter (in units of dex) of the correlation between halo
mass and LCO. We note that L16 disaggregate this term
into the scatter in the underlying relationships in the
halo mass to CO luminosity correlation. As we are un-
able to separate those different sources of scatter in our
measurement, we have chosen to use a single, aggregate
term in our analysis. The scatter enters Equation 6 in
place of fduty as pσ, defined as the fractional change in

Keating et al. 2016



CII Emission
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Figure 3. Mean intensity of C ii emission line from the ISM gas in galaxies as a
function of the redshift. We find that the electron collisional emission saturates
when ne ! 102 cm−3 and T e

k ! 103 K.
(A color version of this figure is available in the online journal.)

galaxy and XC = 10−2 in the IGM (Savaglio 1997; Aguirre
& Schaye 2005; Kramer et al. 2010). The fC ii(z) = Z/Z⊙(z)
is the global metallicity at different redshift, and we use an
approximated relation Z/Z⊙(z) = 10−0.4z in our calculation,
which assumes that the present mean metallicity of the universe
is equal to the solar metallicity (note that this assumption may
overestimate the metallicity at low redshifts) and the carbon
atoms are totally ionized to be C ii. This relation is consistent
with the observational data from the damped Ly-α absorbers
(DLAs) metallicity measurements, which covers the redshift
range from 0.09 to 3.9 (Kulkarni et al. 2005), and also matches
a previous theoretical estimation (Pei et al. 1995, 1999; Malaney
& Chaboyer 1996).

The n̄gas(z) in Equation (13) is the mean number density of
the gas, which, for the IGM case, is just the baryon density,
n̄b(z) = 2 × 10−7(1 + z)3 cm−3. For the ISM of galaxies,
we use n̄gas(z) = f hot

gas f
cr
gasn̄b(z), where f cr

gas is the fraction of
the gas that is present in dense environments of the ISM and
satisfies ngas ! ncr (Suginohara et al. 1999). The value of f cr

gas
depends on the gas clumping within the ISM of galaxies and
the Jeans mass (Fukugita & Kawasaki 1994; Suginohara et al.
1999). We find f cr

gas is about 0.1 at z = 6 and decreases slowly
at higher redshifts in our simulation (Santos et al. 2010). For
simplicity, we just take f cr

gas = 0.1 to be the case for all galaxies
independent of the redshift. As is clear, this parameter is the
least uncertain of the calculation we present here. Observations
with Atacama Large Millimeter/submillimeter Array (ALMA)
and other facilities of Herschel galaxy samples will eventually
narrow down this value.

The fraction of the “hot” gas (T > 103 K) in halos f hot
gas is

also included here, since the main contribution of C ii emission
comes from the gas with T > 103 K (see Figure 3). We find the
fraction is around 0.3 and remains constant from z = 8 to 6 in
the De Lucia catalog (De Lucia & Blaizot 2007), which is used
to derive the C ii number density from the simulation in the next
subsection. As we are computing the mean intensity expected in

Figure 4. Mean intensity of C ii emission line from carbon in the IGM as a
function of the redshift. The intensity here is much smaller than that of ISM in
galaxies since the spin temperature is close to the CMB temperature and the gas
density is much lower than galaxy ISM.
(A color version of this figure is available in the online journal.)

a cosmological survey, n̄gas is the number density for galaxies in
a large space volume instead of one individual galaxy and thus
we can still use n̄b for the ISM of galaxies.

In Figure 3, we plot an analytical estimate of intensity of C ii
emission line from the ISM of galaxies as a function of redshift.
We select the same pairs of T e

k and ne as in the Figure 1. We
see that the intensity is practically independent of the electron
number density and the temperature when ne > 102 cm−3 and
T e

k > 103 K, e.g., the signal is only seen in emission and is
essentially proportional to the C ii density (see Equation (12)).
Even for ne = 1 and 10 cm−3 which is less than the ncr

e , we still
find a significant intensity for the C ii emission from the ISM of
galaxies.

In Figure 4, we show the same for carbon in the diffuse IGM.
We find the IC ii

ν from the IGM is much smaller than that from
galaxies, and I

gal
C ii/I

IGM
C ii ! 104 for all cases we consider at all

redshifts. This is because the C ii spin temperature and the C ii
abundance in the ISM of galaxies are much larger than that in
the diffuse IGM. Thus the C ii emission from IGM can be safely
neglected, and hereafter we will just take into account the C ii
emission from the ISM of galaxies when discussing intensity
fluctuations.

Note the line intensity measurements of individual galaxies
are generally described with PDR models using the number
density and the UV intensity within the ISM, instead of
number density and temperature as we use here (Malhotra et al.
2001). We depart from the PDR modeling approach as we are
considering global models that are appropriate for cosmological
observations and are not attempting to model the properties of
line emission from individual galaxies. It is likely that future
work will need to improve our model by making use of a more
accurate description of the stellar mass function and the star
formation history of each of the galaxies in a large cosmological
simulation by performing calculations to determine Te given
the UV intensity field dominated by the massive, bright stars.
When making predictions related to the C ii intensity power
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Gong et al. 2012, Silva et al. 2015, Yue et al. 2015
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Lyα Emission

Credit: Comaschi & Ferrara 2016
Credit: Pullen, Doré & Bock 2014

732 P. Comaschi and A. Ferrara

into a Lyn frequency, can pass through other Lym frequencies, with
m > n. Therefore we will include a product of the transmission
fractions from equation (37):

I (νLyn, z) = hP νLyn
(1 + z)2

4π

∫ zmax(n,z)

z

dz′

× cṅν(ν ′, z′)
H (z′)

n′
max(n,z,z′)∏

n′=n+1

T (n′, zn′ (ν ′, z′)), (42)

where (i) ν ′ = νLyn(1 + z′)/(1 + z) is the frequency of a photon at
z′ that redshifts to νLyn at z; (ii) 1 + zmax(n, z) = (νLL/νLyn)(1 + z)
is the redshift at which a Lyman-limit photon redshifts into a Lyn
photon at z; (iii) n′

max =
[
1 − (νLyn/νLL)(1 + z′)/(1 + z)

]−1/2 is the
maximum m such that ν ′ > νLym, and (iv) 1 + zn′ = (νLyn′/ν ′)(1 +
z′) is the redshift at which a photon with frequency ν ′ from redshift
z′ redshifts into the Lyn′ frequency. Thus from equation (39):

I
Lyα
cont (z) = chP νLyα

4π (1 + z)

∞∑

n=2

Pabs(n, z)f (n)

×
∫

dz′ ṅν(ν ′, z′)
H (z′)

n′
max∏

n′=n+1

T (n′, zn′ ). (43)

As in Section 4.1, in equation (43) there are several poorly con-
strained parameters, both in ṅν and in the IGM modelling. There-
fore, if UV excitation dominates the Lyα PS, its measurement can
constrain the intrinsic emission of UV photons, dust obscuration
and the ionization state of the IGM. As for the halo emission, these
three physical processes are degenerate and cannot be disentangled.

As a final remark, we note a subtle point concerning photons scat-
tered directly by the Lyα line: if the IGM were perfectly transparent,
we would observe exactly the same intensity at the redshifted Lyα

frequency. The effect of the IGM is to substitute part of the resonant
Lyα photons from the LOS with the local average over the solid
angle:

Iνα ($LOS) → Pabs⟨Iνα ⟩$ + (1 − Pabs)Iνα ($LOS). (44)

In a perfectly homogeneous universe these two terms cancel each
other out; however, for spatial fluctuations the cancellation does
not occur and also the continuum emission along the LOS is sup-
pressed by the foreground removal. Fig. 7 shows the difference in
Lyα intensity when the IGM Lyα scattering is either included or
excluded.

4.4 Additional processes

Atoms can emit Lyα photons also when they are collisionally ex-
cited and emit decaying to the ground state. This mechanism needs
both thermal kinetic energies comparable to the Lyα energy and the
presence of H I. Such conditions can be reasonably found only in
the transition zones between ionized and neutral regions. Thus, the
emissivity depends strongly on the morphology and temperature of
the ionized regions, which is hard to model analytically. Moreover,
as the excitation temperature of the Lyα line, Tα = 1.2 × 105 K, is
much larger than those typical of photo-heated gas (∼1–5 × 104 K),
the abundance of energetic electrons is exponentially suppressed.
Cantalupo et al. (2008) computed the collisional excitation coef-
ficient for Lyα emission qeff

Lyα (along with the equivalent one for
recombinations αeff

Lyα = fLyααB)

ṅLyα = nenHIIα
eff
Lyα + nenHIq

eff
Lyα . (45)

Figure 7. Lyα mean intensities. Each curve represents the contribution
from different physical processes: (i) recombinations in the ISM (solid), (ii)
recombinations in the IGM (dot–dashed), (iii) UV excitations in the IGM
(thick dashed), (iv) same as (iii) but without photons scattered in the Lyα

line (thin dashed), (v) emission from a hypothetical uniformly ionized cold
IGM (xH I = 0.3, TIGM = 100 K, dotted).

As expected, qeff
Lyα depends strongly on temperature: at T = 2 ×

104K it is three orders of magnitude larger than αeff
Lyα . Therefore, at

this temperature collisional excitations are relevant only if xH I !
10−3; however, a factor of 2 change in temperature results in a
variation of three orders of magnitude in qeff

Lyα . Silva et al. (2013)
assumed the collisional excitation intensity to be 10 per cent of that
from recombinations; Pullen et al. (2014) found it negligible and
did not consider it in their model. To avoid the introduction of
poorly constrained parameters related to the morphology and the
temperature of the gas, we make the most conservative choice and
neglect this contribution.

An additional ionization source could be represented by exotic
annihilating/decaying DM particles that partially ionize the IGM
almost uniformly. In this case the additional Lyα intensity from the
IGM is

ILyα
uni (z) = 1 − Q(z)

Q(z)
χ (z)2

(
2 × 104K

Tuni

)0.7

IIGM,rec(z). (46)

The temperature dependence (Tuni) comes from the recombina-
tion coefficient αB and introduces a potentially large factor for a
luke-warm gas heated by X-ray photons; χ (z) is the ionized frac-
tion outside the reionized bubbles. Given the uncertainties in the
nature of the DM particle and annihilation cross-sections, we will
not consider this source in detail; however, we point out that it might
be significant before the completion of reionization (Fig. 7).

4.5 Total intensity

Fig. 7 shows the results of the previous estimates.
The dominant source is represented by the scattering of contin-

uum photons. This can be understood from the fact that stars emit
more UV photons with 10.2 < E < 13.6 eV than ionizing photons
(see Fig. 8). The efficiency of these UV photons in producing Lyα

photons is comparable to the ionizing ones and the effect of dust ab-
sorption is of the same order of magnitude. However, as we will see
in the next section, fluctuations induced by UV photon scattering
have smaller amplitudes on small scales, because while UV pho-
tons originate from galaxies, Lyα photons are eventually produced
in more distant regions of the IGM.

MNRAS 455, 725–738 (2016)
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Pathfinders (COMAP, TIME-Pilot, etc.) 
will nail these down
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2, and [OIII] for redshifts 0.5 < z < 3. At high 

redshifts 5.2 < z < 8, SPHEREx accesses the 

LyD line, providing a crucial probe of the 

formation and evolution of EOR galaxies.  

Traditionally HD, after accounting for dust 

extinction, has been used as a reliable measure 

of the cosmic star-formation rate. In the deep 

SPHEREx region, we can measure the HD 

power spectrum in 10 redshift intervals, with 

SNR > 100 (Fig. E.6-2). The measurement of 

HD clustering thus traces bolometric line 

emission, integrated over all galaxy 

luminosities and including emission from any 

diffuse IHL component. 

 Foreground line confusion from lower 

redshift [OIII] and HE lines can be robustly 

removed by cross-correlating spectral lines in 

multiple bands. For example, z = 3 HD line 

fluctuations are detected in a band centered at 

2.62 Pm, while at the same redshift [OIII] 

fluctuations are present in a band centered at 

2.00 Pm. Cross-correlating two independent 

bands thus traces the galaxies at z = 3 without 

masking, and naturally rejects any line 

contaminants that may be present in one of the 

two bands.  

Intensity mapping at high redshifts may 

provide an additional probe of reionization 

(Gong et al. 2012, 2011; Lidz et al. 2011; Visbal 

& Loeb 2010). The EOR epoch may also be 

probed by mapping the LyĮ line (Silva et al. 

2013, Pullen et al. 2014). With SPHEREx 

sensitivity, LyĮ fluctuations are detectable at 

S/N ~ 10 if the star formation rate density 

maintains reionization at z > 6 (Fig. E.6-2). This 

measurement provides a further consistency test 

on any EOR component detected in the broad-

band measurements described in §D.2.3. 

Furthermore the line intensity mapping 

measurement is sensitive to the integrated 

emission from dwarf galaxies and is thus 

complementary with JWST surveys that 

individually resolve galaxies at higher 

luminosities (§D.2.3.3). 

The proposed SEO develops new data 

analysis tools from existing pipelines for 

measuring 2D continuum fluctuations. We first 

develop multiple routines (masking, cross-

correlations) for continuum removal as the 

intensity mapping focuses on the fluctuations 

coming from spectral emission lines. Line 

confusion from lower redshifts requires 

optimized spectral masking of foreground 

sources, although we note that the sensitivity in 

the deep region appears to be sufficient to 

remove the dominant HD contaminant for LyD 

EOR studies (Pullen et al. 2014). We develop 

multi-band cross-correlations as an internal 

check on foreground removal.  

In order to extract this science provided by 

the existing SPHEREx deep field data, we 

estimate two years of preparatory work are 

necessary followed by another year (Dec 2021 

to Nov 2024) of analysis at a cost of $2.5M. 

This development is phased to begin after the 

broad-band analysis tools described in §D.2.3 

are fully in place. 

Figure E.6-2. SPHEREx will robustly measure the
amplitude of linear galaxy clustering in multiple lines over
a wide redshift range. The solid curves show the
estimated clustering amplitude, in emission lines (HD,
HE, LyD and OIII), with the shaded regions showing
present modelling uncertainties. At low redshifts 0.5 < z
< 3, SPHEREx will measure the HD, HE and [OIII] lines
with high signal to noise. The MEV performance
sensitivity (1V) is shown by the colored long-dashed
lines in redshift bins. SPHEREx will measure HD
fluctuations over a wide redshift range 0.2 < z < 6.3 with
high significance throughout. Furthermore, HD and LyD
overlap at 5.2 < z < 6.3 and can be measured in cross-
correlation. At high redshifts, SPHEREx probes
LyD�EOR fluctuations that are detectable for models with
clustering to escape fractions C/fesc > 10. 

• IM survey of 12 Gpc3 

(Hα) and 6 Gpc3 (Lyα) 

•             = 0.08 h/Mpc (Hα) 
and 0.02 h/Mpc (Lyα) 

• Test luminosity models 

• Lyα x Hα correlation 

• Need more like this

(inst. noise)

spherex.caltech.edu
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Summary

• There is a DOE science case for a multi-line 
survey 

• We need more science papers 

• Pathfinder surveys will help
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Credit: Camera et al. 2013 (SKA)
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Figure 1: Ratios of angular power spectra including some kind of GR corrections to the standard Newtonian
approximation, CNewt

` . Red (blue) curves refer to a shallow (deep) survey, while solid (dashed) lines to
narrow (broad) source redshift distributions. (See text for details.)

If the distribution of primordial density perturbations is not Gaussian, it cannot be fully described
by a power spectrum; we rather need higher-order moments such as the bispectrum. In particular,
different models of inflation give rise to different bispectrum shapes, thus making the study of PNG
valuable for obtaining a deeper knowledge of the physics of inflation.

The standard single-field inflationary scenario generates negligibly small deviations from Gaus-
sianity. These deviations are said to be of the local shape, and the related bispectrum of Bardeen’s
potential is maximised for squeezed configurations, where one of the three wavenumbers has a
much smaller magnitude than the other two. In this case, the PNG parameter, fNL, is expected
to be of the same order as the slow-roll parameters, namely very close to zero (Falk et al. 1993).
However, this does not mean that fNL ⇡ 0. Due to the inherent non-linearity of GR, it is not pos-
sible for Gaussianity in the primordial curvature perturbation to be reflected exactly in the density
perturbation. A non-linear GR correction to the initial conditions leads to an effective f GR

NL =�5/3
in large-scale structure (Verde & Matarrese 2009).

Local-shape PNG can also be generated when an additional light scalar field other than the
inflaton contributes to the observed curvature perturbations (Bartolo et al. 2004). This happens for
instance in curvaton models (Sasaki et al. 2006; Assadullahi et al. 2007) or in multi-field mod-
els (Bartolo et al. 2002; Bernardeau & Uzan 2002; Huang 2009). Other than local-type PNG,
there are inflationary models in which the kinetic term of the inflaton Lagrangian is non-standard,
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General Relativity Test

Credit: Camera et al. 2015 (SKA)
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Figure 7: Left: Power spectrum of dark matter (solid) and HI (dashed) at z = 0.4 (blue, top) and z = 2.5
(red, bottom), with fNL = 10. Right: Forecast 1s error on fNL (top); HI Gaussian bias (middle); effective
IM survey volume (bottom). From Camera et al. (2013).

the power spectrum s8(z). A reasonable choice of parametrisation is to take the combinations
( f s8,bs8). As shown in Raccanelli et al. (2015), a 10,000 hour and 25,000 deg2 SKA phase 1
intensity mapping autocorrelation survey will be capable of measuring f s8 with high precision
over a wide redshift range, obtaining sub-1% constraints in the range 0.05 . z . 1.0 with Band 2
of SKA1-MID or SUR, and reaching out to z⇡ 2.0 with ⇠ 4% precision using Band 1 of MID/SUR
(see Fig. 6).

At low redshifts, these figures are highly complementary to (e.g.) a Euclid galaxy redshift
survey, which should obtain ⇠ 0.5% measurements of f s8 in the interval 0.7 . z . 2.0. By com-
parison, SKA1-MID/SUR will have ⇠ 0.5% measurements for z ⇡ 0.3 – 0.7.

7.3 Probing ultra-large scales

As briefly mentioned above, there is important information that can be extracted from the
ultra-large scale modes of order and above the cosmological horizon (see Fig. 5, right panel). We
refer the reader to Camera et al. (2015) and references therein for an extensive description of the
ultra-large scale effects briefly mentioned here, as well as to the ways by which the SKA will be
able to tackle successfully the technical problems arising when trying to access those scales.

One of the most important features on horizon scales is primordial non-Gaussianity. Many
models of inflation predict a small amount of non-Gaussianity in the statistical distribution of pri-
mordial fluctuations. This produces a signal in the bispectrum, but also in the power spectrum
– since primordial non-Gaussianity induces a scale-dependent correction to the Gaussian bias:
b ! b+Db. This correction grows on large scales as Db µ fNLk�2 for primordial non-Gaussianity
of the local type, where fNL is the non-Gaussian parameter.

In Camera et al. (2013), an analysis is given of the constraining power of IM surveys over
non-Gaussianity; their results are summarised in Fig. 7. This shows that the forecast errors on
fNL can be taken down towards s fNL . 3 for a deep enough survey with sufficient dishes. We
recast their analysis according to the updated specifics of Table 2, and adopt a SKA1-MID IM
survey operating for 10,000 hours at a system temperature of 20 K. The chosen bandwidth is

20

fNL = 10

Non-Gaussian Inflation

Credit: Pullen, Alam,  
& Ho 2015 (SKA)
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IM probes the largest volumes

• Probes the largest scales with many modes 

• Ideal for non-gaussianity, GR tests, modified gravity 
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Figure 4: Survey volumes and redshift range for various current and future surveys (volume calculated at
the central redshift).
Bull et al. (2015) show that a 10,000 hour and 25,000 deg2 autocorrelation survey on either SKA1-
MID or SUR will be capable of producing high-precision constraints on w, bettering all existing
surveys due to its large survey area (see Fig. 6). While the resulting dark energy ‘figure of merit’ is
a factor of ⇠ 3 worse than forecasts for a future Euclid galaxy redshift survey when combined with
Planck CMB data and BOSS low-redshift BAO measurements (since Euclid cannot probe redshifts
below 0.7), a phase 1 IM survey will nevertheless be of great utility in superseding other low-z
measurements in the joint analyses that will produce the best constraints on w.

Another important quantity that can be derived from BAO measurements is the spatial curva-
ture, WK , which describes the global geometry of the observable Universe. A key prediction of the
prevailing inflationary theory of the early Universe is that the spatial curvature should be extremely
small. Current constraints (e.g. Planck Collaboration 2014) find |WK |. 10�2, but a precision mea-
surement at the ⇠ few ⇥ 10�4 level is needed to really put pressure on inflationary models (e.g.
Kleban & Schillo 2012). In combination with Planck CMB data, an SKA IM survey would be able
to approach this value, measuring

|WK |< 10�3 (7.1)

with 68% confidence (Bull et al. 2014a).

7.2 Growth of structure

Viewed in redshift space, the matter distribution is anisotropic due to the distorting effect of
peculiar velocities in the line of sight direction. Coherent peculiar velocities on large scales encode
information about the history of the growth of structure in the Universe through their dependence
on the linear growth rate, f (z), which can be measured from the degree of anisotropy of the redshift-
space correlation function. The growth rate is directly related to the strength of gravity, and so is an
extremely useful tool for probing possible deviations from general relativity that have been invoked
as an alternative to dark energy to explain cosmic acceleration.

Intensity mapping and galaxy surveys do not measure the linear growth rate directly, but are
instead sensitive to simple combinations of f (z), the bias b(z), and the overall normalisation of
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